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ABSTRACT
Purpose To develop a method for drawing statistical infer-
ences from differences between multiple experimental pair
distribution function (PDF) transforms of powder X-ray
diffraction (PXRD) data.
Methods The appropriate treatment of initial PXRD error
estimates using traditional error propagation algorithms was
tested using Monte Carlo simulations on amorphous ketoco-
nazole. An amorphous felodipine:polyvinyl pyrrolidone:vinyl
acetate (PVPva) physical mixture was prepared to define an
error threshold. Co-solidified products of felodipine:PVPva and
terfenadine:PVPva were prepared using a melt-quench method
and subsequently analyzed using PXRD and PDF. Differential
scanning calorimetry (DSC) was used as an additional
characterization method.
Results The appropriate manipulation of initial PXRD error
estimates through the PDF transform were confirmed using
the Monte Carlo simulations for amorphous ketoconazole.
The felodipine:PVPva physical mixture PDF analysis deter-
mined ±3σ to be an appropriate error threshold. Using the
PDF and error propagation principles, the felodipine:PVPva
co-solidified product was determined to be completely
miscible, and the terfenadine:PVPva co-solidified product,
although having appearances of an amorphous molecular
solid dispersion by DSC, was determined to be phase-
separated.

Conclusions Statistically based inferences were successfully drawn
from PDF transforms of PXRD patterns obtained from composite
systems. The principles applied herein may be universally adapted
to many different systems and provide a fundamentally sound basis
for drawing structural conclusions from PDF studies.
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ABBREVIATIONS
DSC differential scanning calorimetry
PDF pair distribution function
PVPva polyvinyl pyrrolidone:vinyl acetate copolymer
PXRD powder X-ray diffraction
G pair distribution function
r inter-atomic radial distance
ρ local number density
ρ0 average number density
Q scattering vector magnitude
S structure function
σ standard error
Tg glass transition temperature
h0 statistical null hypothesis
hA statistical alternative hypothesis
R sum-of-squares difference agreement factor

INTRODUCTION

Advanced analytical techniques used to characterize
pharmaceutically relevant materials properties are becoming
increasingly sensitive to changes in short-range order of
material structure. At the forefront of these advancements is
a total scattering powder X-ray diffraction (PXRD) method
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adapted from the inorganic materials science literature,
commonly referred to as the atomic pair distribution function
(PDF). The PDF transform exploits the Fourier relationship
between powder diffraction intensity and the real space
arrangement of atomic species. It has been used extensively
to study crystalline, nanocrystalline, and amorphous inorganic
materials, and its application in the pharmaceutical literature
has increased substantially in the last decade.

Recent applications of the PDF in the pharmaceutical
literature include the investigation of dehydration mech-
anisms in excipients (1), phase differentiation (2,3),
assessment of structural changes during pharmaceutical
manufacturing (4,5), and characterization of solid disper-
sions (6–8). Given the wealth of knowledge available from
the PDF transform, PDFs are subject to errors in interpre-
tation, provided consideration of experimental uncertainty is
neglected. Additionally, errors made to pre-Fourier trans-
formed intensities manifest as pattern anomalies oftentimes
mistaken for structural phenomena, thereby further detracting
from the merit of the study. Deriving an error estimate for a
PDF pattern would largely increase the value of PDF-related
conclusions.

An appropriate estimate of error at the outset of the
experiment and subsequent propagation through the
entire mathematical transformation would significantly
aid in drawing meaningful conclusions from PDF studies.
Experimental errors in the PXRD experiment may arise
from quantum counting inefficiencies, experimental im-
precision, sample inhomogeneities, etc. and should be
propagated and accounted for when interpreting PDFs. In
addition to uncertainties in the PXRD experiment, the
lack of infinite momentum transfer resolution, as well as
inaccurate data corrections applied to intensity data, affect
the degree of uncertainty in the resulting PDF. The
inherent artifacts incurred as a result of Fourier trans-
forming lower energy X-ray source data to real-space
representation are well known, and when treated appro-
priately (9) are less significant contributors to errors in the
PDF.

Error propagation methods to assess the fit between a
theoretical PDF calculated from a known crystal structure
and experimental PDF have been developed and applied in
the materials sciences literature (10,11). As it is becoming
routine to compare two experimentally derived PDFs (i.e.
two individual components versus composite materials), a
question arises as to appropriate treatment of each
individual error source in combined comparisons. In this
study, the propagation of initial PXRD error estimates
through the PDF transform is presented. Monte Carlo
simulations were performed to assess the validity of
applying traditional error propagation algorithms to accu-
rately estimate uncertainty in the resulting PDF. The
propagated error estimates for individual experimentally

derived PDFs were mathematically combined to define
uncertainty intervals around difference plots. Statistical
hypothesis inferences were drawn from these intervals to
aid in identifying differences between experimental PDF
patterns attributable to structure as opposed to those resulting
from random error. The aforementioned principles were
applied to co-solidified products in an attempt to assess drug:
excipient miscibility, an area where differentiation between
structural information and error in the PDF is of the utmost
importance.

MATERIALS AND METHODS

Materials

Ketoconazole was purchased from SpectrumChemicals (New
Brunswick, NJ), polyvinyl pyrrolidone:vinyl acetate (PVPva)
was purchased from BASF (Ludwigshafen, Germany), terfe-
nadine was purchased from Sigma-Aldrich (St. Louis, MO)
and felodipine was purchased from Tecoland (Edison, NJ).
Molecular structures for the compounds used in this study are
shown in Fig. 1.

Solid Dispersion Preparation

Co-solidified products were prepared using the melt-
quench method (12). Briefly, the powdered components
were physically mixed in a scintillation vial and added to a
crucible heated in a silicone oil bath at a temperature
sufficient to melt the mixture. The molten mixture was held
isothermally for 30 min. The crucible containing the
molten mixture was then quenched in an ice water bath.
Individual amorphous phases were produced by holding
the sample above the melting temperature in a crucible for
10 minutes followed by quenching in an ice bath. All
samples were removed from the bottom of the crucible
intact for analysis.

Powder X-ray Diffraction (PXRD)

The PXRD data were collected in transmission geometry
using an X’Pert Pro MPD system (PANalytical B.V.,
Almelo, the Netherlands) equipped with a copper anode
(λ=1.5406Å), an auxiliary elliptical mirror, and an X’Cel-
erator™ detector. The operational voltage and amperage
were set to 45.0 kV and 40.0 mA, respectively. Diffraction
patterns were acquired on intact samples, sandwiched
between two layers of Kapton® film and subsequently
placed on a spinning vertical sample stage (16 rpm).
Experimental parameters include an irradiation time of
51.04 sec per step and an angular step size of 0.02° 2θ over
a 2–100° 2θ range.
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Differential Scanning Calorimetry (DSC)

Glass transition temperatures (Tg) were measured using a
Q100 DSC (TA Instruments, New Castle, DE) under
constant nitrogen purge (~50 mL/min). A three-point
enthalpy and temperature calibration was performed at
20°C/min using o-terphenyl, indium, and tin standards.
In an attempt to avoid artifacts arising from grinding
samples, approximately 5 mg intact “sample chips” were
hermetically sealed in aluminum pans. To normalize
thermal history, samples were first heated at 20°C/min
to 105°C, held isothermally for 2 min, and subsequently
cooled to −20°C at 20°C/min. Samples were then cycled
through Tg at 20°C/min for temperature determination.
Ideal glass transition temperatures for drug:polymer
amorphous molecular solid dispersions were calculated
using the Couchman-Karasz equation (13) and are listed
in Table I.

Pair Distribution Function (PDF)

The PDF is a total scattering method that exploits the
Fourier relationship between X-ray diffraction intensity
and the real-space arrangement of atoms, given appropri-
ate data treatment (14,15). This method has received
extensive attention in the inorganic literature with an

increasing number of pharmaceutical applications reported
recently (1–3,6,8). The PDF, G(r), is defined as

GðrÞ ¼ 4pr rðrÞ � ro½ � ð1Þ
where ρ(r) and ρo are the local and average atomic number
densities, respectively, and r is the inter-atomic separation
distance. The PDF calculates the probability of finding
atom pairs separated by a distance r, and is obtained by
Fourier transform of the reciprocal space structure function,
S(Q), according to

GðrÞ ¼ 2
p

Z Q max

0
Q SðQ Þ � 1½ � sin Qrð ÞdQ ð2Þ

where S(Q) is the structure factor obtained from a diffraction
experiment and Q is the magnitude of the scattering vector.
The term Qmax is the momentum transfer resolution of the
diffraction experiment, which is dependent on the wavelength
of radiation used and the maximum diffraction angle (°2θ) of
data collection. Corrections consistent with those outlined by
Egami and Billinge (14) were made to the measured
diffraction data leading, to the calculation of the
structure function. All intensity corrections (e.g. back-
ground due to Kapton® film scattering, absorption, etc.)
and PDF calculations were performed using software
developed in-house in the Matlab programming environ-

Fig. 1 Molecular structures
for felodipine, ketoconazole,
terfenadine, and PVPva.

Table I DSC and PDF Results

DSC analysis PDF analysis

Ideal Tg (°C) Tg (°C) R value Drug conc. (w/w) Polymer conc. (w/w) Conclusion

Felodipine:PVPva 62.1 66.9 (0.015) 0.2126 0.81 0.19 miscible

Terfenadine:PVPva 77.48 60.7 (0.21) 0.0864 0.73 0.27 phase-separated
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ment (v7.1, MathWorks, Natick, MA) based on published
equations. The PDF transforms were optimized using the
Glow quality criteria introduced by Peterson et al. (9).

Error Propagation

The method of error propagation through the PDF
transform has been derived and applied in previous work
(11,14). If it is assumed that the measurement of each
individual observation is statistically independent of all
others (i.e. the count intensity at a given diffraction angle is
independent of all others), the covariance between obser-
vations is eliminated. It is worthwhile to note that the
aforementioned assumption is appropriate in PXRD
experiments, provided the mathematical manipulations to
the raw diffraction pattern do not introduce statistical
correlation among individual data points (i.e. windowed
smoothing, interpolation). When a quantity T is the sum of
two independent observations, X1 and X2, each having their
own error estimate, σ(X1) and σ(X2), the estimated error
σ(T ) is

sðT Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s X1ð Þð Þ2 þ s X2ð Þð Þ2

q
ð3Þ

The quantity T calculated from the product of a constant
value, c, and X has an estimated error given by

sðT Þ ¼ c � sðX Þ ð4Þ
When a quantity T is the product of two independent
observations, X1 and X2, each having their own error
estimate, σ(X1) and σ(X2), the estimated error σ(T) is

sðT Þ
T

¼ s X1ð Þ
X1

þ s X2ð Þ
X2

ð5Þ

Error propagation was performed by setting up two data
vectors. The first data vector contained the raw PXRD
intensity values for a given powder pattern. The second
vector contained the initial error estimates for each
intensity value. The vectors were propagated side-by-side
through to the calculation of the structure function using
the principles outlined in Eqs. 3, 4, and 5 for the
mathematical manipulations to the error vector.

The final step of the PDF method involves the sine
Fourier transform of the structure function, S(Q ), into real-
space representation. Given accurate propagation of error
up through calculation of the structure factor and no
introduction of statistical correlation among the indepen-
dent scattering events, a good estimate of the standard
uncertainty in the PDF, σ(G(r)), is given by

s G rj
� �� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4
p2

X
i

Qi sin Qi rj
� �

ΔQi

� �2
s S Qið Þð Þ2

s
ð6Þ

where s SðQÞð Þ is the error estimate of the structure
function.

Monte Carlo Simulation

Monte Carlo refers to a broad class of methods that employ
generation of random numbers as a starting point for
solving a complicated numerical problem. Monte Carlo
methods are often used to simulate physical and mathe-
matical systems. They are especially useful for modeling
phenomena having significant uncertainty. The simulation
typically begins with defining a distribution of possible
inputs. An input generated from the distribution is used to
perform deterministic computations to obtain an individual
result. Finally, the results from individual computations are
compiled and interpreted (16).

The raw PXRD counts go through a number of
mathematical manipulations when transformed using the
PDF algorithm, oftentimes optimized according to specific
quality criteria (9). In order to confirm the appropriate
propagation of an initial raw count error estimate, Monte
Carlo simulations were employed. The simulations began
with a defined distribution of intensity values at each °2θ.
The distribution at each specific scattering angle (°2θ) was
formed by using the raw intensity (i.e. counts) as the
distribution mean and the error estimate as the spread.
Simulated PXRD patterns were formed by randomly
selecting an intensity value from the previously defined
distributions at each °2θ angle. Each simulated PXRD
pattern was subsequently transformed into real-space
representation using the PDF. After ten-thousand itera-
tions, a matrix of PDF patterns spanning the variance of the
simulated PXRD patterns was formed. The minimum and
maximum G(r) at each r-value in the PDF were compared
to the error vector calculated using the previously defined
equations.

RESULTS

The count of scattered intensity within a given time interval
obtained from the PXRD experiment is subject to an
unavoidable, random uncertainty due to statistical variation
in quantum counting (17). This stochastic variation best
follows a Poisson probability density function. Assuming
that n counts occur in a specific time interval, the
distribution possesses a mean and variance equal to n,
when n is a positive integer (14). The standard deviation for
n counts at the scattering angle x° 2θ is, therefore, equal to
the square-root of n and will serve as the initial error
estimate.

Figure 2a shows the diffraction pattern for amorphous
ketoconazole (black, solid line) and ±3 standard deviations
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(blue, solid line). The subsequent PDF transform of the
PXRD pattern is shown in Fig. 2b (zoomed, black, solid
line). To confirm the appropriate propagation of error
through the transform, Monte Carlo simulations were
performed as previously described. The calculated error
(blue, dashed lines) and simulated error (red, dashed lines)
are shown as intervals in Fig. 2b and as absolute error
values in Fig. 2c.

It is common practice to compare an experimentally
obtained PDF to one calculated from a structural model.
Previous studies have illustrated the advantages of error
propagation to this particular application, but fail to specif-
ically address comparisons between multiple experimental
PDFs. Difference plots with error intervals calculated from
experimental PDFs may assist in delineating random errors
from true, structural variations. Figure 3a shows the PDF
transform of a 50 wt% physical mixture of amorphous
felodipine and PVPva (black, solid line) with an overlay of a
linear combination of PDFs from amorphous felodipine and
PVPva (blue, line with circles). Figure 3b shows the
difference plot (black, solid line) obtained from the two
traces in Fig. 3a. Additionally, the estimated combined error
contribution (±3σ) calculated from the propagation through
each transform is also shown as an interval around the
difference (red, dashed lines), that is to say, an interval
calculated from the combination of the two amorphous
component PDFs comprising the blue trace and the physical
mixture PDF represented by the black trace.

To illustrate the potential to differentiate random error
from true structural differences, the error propagation
principles were applied to the method outlined by Newman
et al. (6) that was proposed to identify miscibility between a
drug and excipient. Briefly, the PDF of a co-solidified
product is compared to the linear combination of the PDFs
obtained from the amorphous components comprising the

mixture. The scaling constants for each individual component
PDF serve as estimates for concentration of each amorphous
phase in the co-solidified mixture, when the two components
are not completely miscible. If the linear combination of the
PDF for each amorphous component describes the PDF of
the co-solidified sample, it is reasonable to conclude that the
system is at least partially phase-separated as the short-range
order (i.e. the static local structure) of the co-solidified product

Fig. 2 a The diffraction pattern
for amorphous ketoconazole
(black, thick line) and ±3σ
(blue, thin line); b the PDF
transform of (a) (black, thick line),
calculated ±3σ (blue, dashed
line), and simulated ±3σ
(red, dashed line); c absolute
representation of calculated
3σ (blue) and simulated 3σ (red).

Fig. 3 a The PDF of a 50 wt% physical mixture of amorphous felodipine
and PVPva (black) and the refined linear combination of the amorphous
component PDFs (blue, circles); b the difference between the PDFs
(black) and ±3σ (red, dashed line).
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can be described by the intrinsic distances found in the
amorphous API and polymer. Substantial differences
between the PDF calculated from linear combination of the
individual amorphous component PDFs and the PDF of the
co-solidified sample are indicative of short-range order not
presented in the individual components, (i.e. that of a unique
packing pattern).

It is important to define miscibility in the context of
amorphous molecular solid dispersions as opposed to the
traditional use in thermodynamic solutions. Complete
miscibility between a drug and polymer produces an overall
physically stable amorphous phase. Rather than an equi-
librium relationship, miscible systems may be described as a
supersaturated phase, where the combined components
collectively influence the resulting solid structure and
intrinsic properties (i.e. molecular mobility and recrystalli-
zation tendency) associated with the newly formed short-
range order.

Figure 4a shows the PDF transform (black, solid line) for
a 75 wt% felodipine and PVPva co-solidified product. The
superimposed trace (blue, circles and line) is the best refined
linear combination of the amorphous component PDFs.
Figure 4b shows the difference between the two PDFs
(black, solid line) with the calculated ±3σ error estimates.
As a point of comparison, Fig. 5a contains the PDF (black,
solid line) for a 75 wt% terfenadine and PVPva co-solidified
product. Superimposed is the best refined linear combi- nation of the amorphous component PDFs. Figure 5b

shows the difference between the two PDF traces (black,
solid line) with the calculated ±3σ error estimates. The Tg

for the co-solidified products in Figs. 4 and 5 are shown in
Figs. 6 and 7, respectively. In both products, a single Tg

event is observed (middle traces in Figs. 6 and 7)
intermediate to the Tg observed for the pure components
(top and bottom traces in Figs. 6 and 7). Table I
summarizes the DSC and PDF results.

DISCUSSION

The PXRD experiment is traditionally regarded as robust.
Fluctuations in scattering intensity attributable to experi-
mental geometry (Lorentz factor) and radiation polarization
are assumed to be insignificant contributors to the overall
variance due to their precision (17,18). The uncertainty due
to statistical variation in quantum counting, therefore,
serves as an appropriate initial error estimate (Fig. 2a).
Although this estimate does not contain all possible sources
of error, it does enable the ability to rule out PDF
differences that are small enough to be ruled out as
significant.

By randomly selecting scattering intensities spanning the
defined error interval for each scattering angle (°2θ) over
ten-thousand iterations, the Monte Carlo simulation creates

Fig. 4 a The PDF of a 75 wt% co-solidified product of felodipine and
PVPva (black) and the refined linear combination of the amorphous
component PDFs (blue, circles); b the difference between the PDFs
(black) and ±3σ (red, dashed line), where the green dots are indicative of
the error interval not containing zero.

Fig. 5 a The PDF of a 75 wt% co-solidified product of terfenadine and
PVPva (black) and the refined linear combination of the amorphous
component PDFs (blue, circles); b the difference between the PDFs
(black) and ±3σ (red, dashed line).
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a matrix of diffraction patterns that possess the overall
variance contained within the initial uncertainty estimate.
The simulated patterns were individually transformed using
the PDF algorithm. Since the simulated PXRD patterns
span the total variance of the estimated uncertainty in
reciprocal space, the resulting PDF patterns span that same
variance in real-space. The propagated PDF uncertainty
interval (Fig. 2b, blue, dashed lines) is in good agreement
with the simulated PDF uncertainty interval (Fig. 2b, red,
dashed lines). For a point of reference, the absolute PDF
errors derived from propagation and simulation are given
in Fig. 2c. The agreement between simulated and propa-
gated errors confirms the appropriate propagation of the
initial error estimate through the PDF transform.

Similar to comparing an experimental PDF to a
calculated PDF from a structural model, the premise in
these analyses is to identify correlations between PDFs
while maintaining the ability to differentiate pattern
dissimilarities attributable to structural differences from
those attributable to random error. To do this, it is

proposed that error intervals are estimated for the
difference plot calculated between experimental PDFs of
interest. In the difference between the calculated felodipine:
PVPva PDF and the physical mixture PDF given in Fig. 3b
(black, solid line), the uncertainty interval, obtained from
the combined propagated error of the two PDF patterns, is
shown to contain zero for every value of r. The PDF
transform of a PXRD pattern of an amorphous felodipine:
PVPva physical mixture would be expected to be the same
as a linear combination of a PDF transform of a PXRD
pattern of pure amorphous felodipine and a PDF trans-
formed of a PXRD pattern of pure PVPva. This expecta-
tion is founded on the principle that a physical mixture of
two amorphous materials would not alter the short-range
order intrinsic to the two materials comprising the blend.

A null hypothesis may be formed stating that the
difference between the two PDFs is equal to zero
ho : ma � mb ¼ 0ð Þ. The alternative to the null hypothesis
states the difference between the two PDFs is not equal to
zero hA : ma � mb 6¼ 0ð Þ. If, at any value of r, the ±3σ

Fig. 6 The DSC thermograms
for felodipine:PVPva systems
(as labeled).

Fig. 7 The DSC thermograms
for terfenadine:PVPva systems
(as labeled).
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interval around the difference plot contains zero, then the
null hypothesis is accepted, as the difference between the
two PDFs is statistically equivalent to zero. If, however,
the ±3σ interval at a value r does not contain zero, then the
difference between the two PDFs cannot be explained
simply by random error, and the null hypothesis is rejected.
The ±3σ interval shown in Fig. 3b contains zero for every
value of r and, therefore, reflects that all differences
between the two PDFs are attributable to random error.
Defining a threshold below ±3σ would lead to conclusions
of structural differences between the two PDFs, as the
entire range of r would not contain zero. As a result of this
finding, ±3σ difference plot intervals that do not include
zero are assumed to be indicative of statistically significant
structural dissimilarities between experimental PDFs for the
remainder of this manuscript.

It is worthwhile to point out that the aforementioned
conclusion concerning the ±3σ threshold is not universal;
rather, it is dependent on the PXRD experimental
parameters. Longer irradiation times or different experi-
mental geometries may result in better counting statistics,
hypothetically producing relative initial error estimates
orders of magnitude less than the ones illustrated herein.
The principles surrounding error propagation and the
conclusions drawn from statistical hypotheses testing out-
lined previously, however, are valid and warrant applica-
tion when drawing inferences from differences between
multiple analytical results.

From Table I, the calculated ideal Tg for a 75 wt%
felodipine:PVPva amorphous molecular solid dispersion is
62°C. The experimentally determined Tg for the co-solidified
product (Fig. 6), cycled through the event three times, was
67±0.02°C and in good agreement with the ideal value. The
ideal Tg for a 75 wt% terfenadine:PVPva (Table I) is 77°C.
The experimentally determined Tg for the co-solidified
product (Fig. 7), cycled through the event three times, was
60±0.2°C. In both instances, a single Tg intermediate to the
individual amorphous phase Tg that remains constant upon
cycling was observed for the co-solidified products (Figs. 6
and 7). From purely thermal analyses, both co-solidified
products may be classified as amorphous molecular solid
dispersions due to the presence of only a single Tg

intermediate to the pure amorphous phase Tg events.
From Fig. 4a, the scaling constant-derived concentra-

tions of 81 wt% and 19 wt% felodipine and PVPva,
respectively, (Table I) deviate substantially from the
theoretical values of 75 wt% and 25 wt%. The sum-of-
squares agreement factor (R) shows an error estimate of
21% between the calculated PDF and the co-solidified
product PDF. From the difference plot in Fig. 4b, variations
between the two patterns are observed within the range of
6–9Å that are not explained by random error as indicated
by portions of the error interval not encompassing zero

(green dots). As previously suggested, this result would be
indicative of a true amorphous molecular solid dispersion,
as the product would have short-range order (i.e. nearest
neighbor and next nearest neighbor interatomic distances)
not explained by either pure component PDF.

From Fig. 5a, the scaling constant-derived concentra-
tions of 73 wt% and 27 wt% drug and polymer,
respectively, (Table I) are close to the theoretical values of
75 wt% drug and 25 wt% polymer. The sum-of-squares
agreement factor (R) shows an error estimate of only 8%
between the calculated PDF and the co-solidified product
PDF (Table I). Upon inspection of the difference plot
uncertainty interval in Fig. 5b, it was found that zero is
contained within the ±3σ interval over the entire range of r.
The short-range order displayed in the PDF of the co-
solidified product is well explained by that found in the
individual amorphous components and thereby negates
formation of a unique packing pattern. The terfenadine:
PVPva dispersion product, therefore, is phase-separated.

A plausible explanation as to why a second Tg was not
observed for the terfenadine co-solidified product was
extrapolated from Newman et al. (6). Close inspection of
Fig. 7 shows the Tg of the dispersion product to be nearly
equal to the Tg of amorphous terfenadine. Since terfena-
dine represents the major phase of the dispersion (75 wt%),
PVPva only constitutes 1.25 mg of a 5 mg sample. As the
concentration of the PVPva amorphous domain decreases
with respect to that of the amorphous terfenadine, the heat
capacity change at the PVPva glass transition becomes so
subtle relative to that of amorphous drug that it is not
detectable using standard DSC.

CONCLUSION

The successful propagation of an initial error estimate
through the PDF transform enabled statistically based
conclusions to be drawn from multiple pattern compar-
isons. It was found that difference plots calculated from
linear combinations of amorphous phase PDFs and co-
solidified product PDFs could be used to differentiate
between phase-separated systems and amorphous molecu-
lar solid dispersions. The calculation of error intervals on
the difference plot assisted this classification scheme by
providing statistical thresholds to define structural dissim-
ilarities as opposed to subjective interpretation. Though this
study does not define a universal threshold for differentia-
tion of random errors and structural dissimilarities, the
principles developed herein may be adapted and applied
accordingly. Future work aims to address additional
contributors to overall experimental uncertainty in an
attempt to arrive at more universal criteria for defining an
error threshold.
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